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Preface: Core Information for Lancaster University PG Students 
 
This course handbook has been compiled to assist MSc Data Science students studying at Lancaster 
University.  More generally, all `core’ university-level postgraduate information is available from the 
web page:  http://www.lancaster.ac.uk/current-students/ and can be accessed from ‘Core Information 
for Students’ categorised under the respective student groupings: 
 
 
 
 

 
 
 
 
 

  

Taught Postgraduate Core 
Information 
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1 Welcome to Data Science at Lancaster 
 

Welcome on board the MSc in Data Science! 
 
This is the fifth year that we have run programmes in the expanding field of Data Science.  The programmes have 
been developed and crafted to give students a challenging, yet rewarding, experience that prepares them for 
the growing job market surrounding Data Science.  
 
In formulating the degree schemes 

mailto:e.eastoe@lancaster.ac.uk
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2 Overview of Data Science at Lancaster 
 

2.1 Data Science at Lancaster 
 

Data are now being generated at an unprecedented rate and scale. Whether derived from environmental 
sensors, social media streams, businesses, or public sector organisations, there is a need to process these data 
sets and extract and harness information, to allow business and research questions to be answered. This is the 
job of the data scientist whose role involves research question formation, gathering and synthesis of data, data 
mining and visualisation, statistical -modelling,- inference and -validation, forecasting and prediction and 
dissemination of findings.  
 
A data scientist is thus a highly skilled individual with the ability to: articulate a research question; gather,   
process and model data at large-scale (developing scalable algorithms for performing inference and modelling 
complex and heterogeneous data structures) and to disseminate research findings in context. This process is 
sequential, often cyclic in nature, and flows to form the data science pipeline: 
 

 
 

The Lancaster programme combines interdisciplinary teaching from world-leading departments: the School of 
Computing and Communications (SCC); the Department of Mathematics and Statistics and the Lancaster 
Environment Centre (LEC); Lancaster University Management School (LUMS) and the CHICAS group in the Faculty 
of Health and Medicine (FHM).   
 
Building upon a common ‘core’ set of modules the Data Science Masters schemes allow for subject specialism:  

 MSc:  Data Science 
- Statistical Inference Specialism 
- Computing  Specialism. 

 

The Computing specialism of the Data Science MSc is aimed at students with a background in computer science 
who want to develop strong quantitative, data handling and analytical skills, along with skills that support the 
engineering of systems to support data science.  The Statistical Inference specialism of the Data Science MSc is 
aimed at students with a background in mathematics and statistics and who want to develop their statistical, 
computing and analytical skills for the extraction, synthesis, processing and analysis of large and complex data.  
The choice of elective modules cover advanced statistical modelling topics and provide the opportunity for 
students to follow designated; Societal, Population Health, Environmental, 
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2.2 Admissions Criteria 

We expect to recruit students who are interested in a career at the interface of computing, statistics and their 
application.   

For the MSc in Data Science you should hold, or expect to obtain, a BSc in Mathematics and, or, Statistics or a 
BSc in Computing.  Admission to the Master's programme requires a minimum of a 2:1.  

Students wishing to follow designated Societal, Population Health, Bioinformatics, Environmental  or Business 
Intelligence pathways should hold a first degree in a highly relevant subject area (minimum 2:i) and have 
computing skills and mathematics and statistics knowledge to  A’ level standard as minimum.  Entry to the 
programme will be subject to interview to ensure programme entry requirements are met.  

For applicants whose first language is not English a recognised English qualification is required: 

 IELTS: 6.5 (with at least 6.0 in each skill). 

Overseas students will require a visa to be able to study with us in the UK.  

2.3 Making an Application  
 
You should apply online using the My Applications website  
 
Supporting documentation includes: 
 

 Your degree transcripts and certificates, including certified English translations if applicable 

 Two references 

 

If English is not your first language, you should also enclose copies of your English language test results 

 

You also need to complete a personal statement to help us understand why you wish to study your chosen 
degree. You should also state your intended specialism/focus. 
 
If you are a current Lancaster University student, you will not need to provide your Lancaster degree 
transcript and only need to provide one reference. 
 
The postgraduate section of Lancaster University's website has plenty of Information about applying to 
Lancaster 
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4 MSc Data Science: Statistical Inference Specialism 
Entry Requirements: 2:1 in Mathematics and/or Statistics.   
 

Key Contact: Dr Emma Eastoe, Mathematics and Statistics: e.eastoe@lancaster.ac.uk 
 
 

4.1 Statistical Inference Specialism Overview 
The Statistical Inference specialism is aimed at students with a background in mathematics and statistics and 
who want to develop their statistical, computing and analytical skills for the extraction, synthesis, processing 
and analysis of large and complex data.  
 

The programme encompasses data science fundamentals but with an additional focus upon statistical modelling 
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Table 2. Course Structure, module weightings and mode of assessment   
 
     2.1    A set of five ‘core’ modules (75 credits)  
Module Title Weeks 

Scheduled 
Coursework  

% 
Exam  

% 
Credit 
Weight 

SCC.460 Data Science Fundamentals 1 – 10 100 NA 15 

SCC.403 Data Mining  1 – 10 100 NA 15 

SCC.461 
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5 Designing your Programme of Study 
 

The optional modules in Table 2: (Section 2.3) are eclectic (reflecting university research expertise) and are in 
areas in which there is a high demand for data scientists. Students are required to choose modules to the value 
of 30 credits; building upon the `core’ modules (75 credits) and the additional foundations module chosen from 
Applied Data Mining, Bayesian inference for Data Science or Statistical Learning (15 credits). 
 
Elective modules may then be chosen to follow designated Business Intelligence, Societal, Po
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6 Mode of Attendance 

6.1 Full-time: One Year 
 
The academic year runs from October to September and consists of Michaelmas, Lent and summer terms.   
Lectures take place during the Michaelmas (October to December: weeks 1 - 10) and Lent (January to March: 
weeks 11 – 20) University terms.  
 
Exams are held each year in May and June, after which the dissertation is prepared (June to September).  Details 
of the course structure, assessment arrangements and module descriptions are provided in Sections 3, 4, 5 and 
Appendix A. Appendix B provides term dates. 
 
Modules delivered during Michaelmas term (weeks 1 to 10) are typically presented over a five or ten week 
period.  Modules delivered in Lent term run variously, with many running intensively over two weeks comprising 
of an intensive period of lectures and labs (typically 20 hours over four days) followed by a period for a module 
specific project. 
 
Full-time students are expected to be available for attendance at the University throughout the year.  
 

6.2 Part-time: Two Yearsp  
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7.1 Late 
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Students may also view their coursework marks via the ‘Student Portal’ once they have been processed by the 
administrating PG Office. 
 
It should be remembered that until the External Exam Board has met, (October each year) any marks given to 
students are provisional and may be subject to change.  The External Exam Board does not usually meet until 
around 6 weeks after the end of the programme.   
 
As per the University regulations there is no appeal against academic judgement. 
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8 Student Feedback Mechanisms 

8.1 Module Evaluation 
 
You will be contacted by email at the end of each module and asked to complete a module evaluation form 
online.  Evaluation is more than feedback of the good and bad elements of a module. It provides continual 
information for us to improve the modules we offer.  Consequently it is very important that all students actively 
participate in the evaluation process. We ask that you respond to the request to submit your feedback as soon 
as possible. Please note that your feedback is anonymous. 
Student Representatives 
 
Student representatives are invited to sit on the departmental Staff-Student Consultative Committees. This is 
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9 Programme Rules and Requirements for Awards 
 

9.1 Module Rules:  
 
The pass mark for taught Masters programmes  is 50% per contributing module, with credit for a module being 
awarded when the overall mark for the module is 50% or greater.  
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Postgraduate Diploma in Data Science 
 
To qualify for the Postgraduate Diploma in Data Science you must ach
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A mark of not more than 50% can be given for modules re-taken.   
 
The form of the reassessment is at the absolute discretion of the Examination Board, save that the form of 
reassessment must allow the student a realistic chance of achieving 50% in the re-sit.  
 
Resit examinations take place in the last two weeks of September each year.  Students undertaking re-sits will 
need to be present at the university. 
 
Notification of Final Degree Marks 
 
The External Exam Board meets in late October to recommend awards. Final marks are released to students as 
soon as possible, thereafter.  Please note that the University Regulations state that written confirmation of 
results, provisional and final, may not be released to students who are in debt to the University. 
 
The Board of Examiners  
 
The Board of Examiners consists of the:  
 
• External Examiner for the MSc.  
• Heads of Department; 
• Course Directors; 
• Course Tutor; 
• Placement Officer; 
• Examinations Officers; 
• Postgraduate Coordinator. 
 
The External Examiner for the period 2019-2020 is Professor Peter Triantafillou, Department of Computer 
Science, University of Warwick, 
 
Graduation 
 
The Postgraduate Graduation Ceremony will be in December 2020. Information regarding Graduation will be 
sent to you from the University Ceremonies Office. 
 
Please note that it is essential that you keep your contact details address up-to-date in order to 
receive the relevant graduation mailings. 

  



mailto:h.hilton3@lancaster.ac.uk
mailto:mathsteaching@lancaster.ac.uk
mailto:j.clifton@lancaster.ac.uk
mailto:n.caldwell@lancaster.ac.uk
mailto:lec-pgt@lancaster.ac.uk
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10.1 Learning Development for the Faculty of Science and Technology 
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10.2 University systems, Resources and Support  
 
Moodle 
 
Each postgraduate programme is supported by its own online page which uses Moodle as its base. This system 
is used by students from departments all across the University so you are not alone. You should familiarise 
yourself with this as much as possible as it is a key resource for students on the course.    To find the page for 
your course, go to the main Moodle site from your Student Portal. Go to https://portal.lancs.ac.uk/. You will 

http://answers.lancs.ac.uk/?id=111018094713403
http://www.lancaster.ac.uk/iss/training/student/
http://www.lancaster.ac.uk/iss/training/student/
http://www.lancaster.ac.uk/iss/homes/offcampusaccess/
http://www.lancaster.ac.uk/iss/help-and-support/
http://www.lancaster.ac.uk/learning-skills/learning-zone/
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http://sportscentre.lancs.ac.uk/
http://card.lusu.co.uk/members
http://www.lancaster.ac.uk/careers/
https://lancaster.targetconnect.net/home.html
http://www.lancaster.ac.uk/careers/students-graduates/knowledge-bank/videos-and-other-resources/


http://www.lancaster.ac.uk/sbs/
https://www.lancaster.ac.uk/student-based-services/exams-and-assessment/
http://www.lancaster.ac.uk/sbs/international/
http://www.lancaster.ac.uk/sbs/disabilities/
http://www.lancaster.ac.uk/sbs/disabilities/assessmentcentre.htm
http://www.lancaster.ac.uk/sbs/counselling/
http://www.lancaster.ac.uk/sbs/funding/
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Appendix A  

 

Module Descriptions 
 

  



27 | P a g e 
 

 

http://lib.myilibrary.com/Open.aspx?id=83437
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Module Mnemonic:  CFAS406 
Module Title:  Statistical Inference 
Module Convenor:  Dr Clement Lee 
Assessment:  Coursework (100%) 
Duration: 25 hours 
Credits: 15 
Term: M2 
Prerequisites: (MATH551 and MATH552) OR (CFAS406 and CFAS440) 
Software used: R 
 
This modules aims to provide an in-depth understanding of statistics as a general approach to the problem 
of making valid inferences about relationships from observational and experimental studies. The emphasis 
will be on the principle of Maximum Likelihood as a unifying theory for estimating parameters. The module 
is delivered as a combination of lectures and practical’s over four week. 
 
Topics covered will include: 
 

• Revision of probability theory and parametric statistical models. 
• The properties of statistical hypothesis tests, statistical estimation and sampling distributions. 
• Maximum Likelihood Estimation of model parameters. 
• Asymptotic distributions of the maximum likelihood estimator and associated statistics for use in 

hypothesis testing. 
• Application of likelihood inference to simple statistical analyses including linear regression and 

contingency tables. 
 

Learning: Students will learn through the application of concepts and techniques covered in the module by 
application to real data sets.  Students will be encouraged to examine issues of substantive interest in these 
studies. Students will acquire knowledge of: 

• Application of likelihood inference to simple statistical analyses including linear regression  
• The basic principles of probability theory. 
• Maximum Likelihood as a theory for estimation and inference. 
• The application of the methodology to hypothesis testing for model. 

 
Students will, more generally, develop skills to: 
 

• apply theoretical concepts 
• identify and solve problems 

 
Bibliography: 
 

• Dobson, A. J. (1983). An Introduction to Statistical Modelling. Chapman and Hall. 
• Eliason, S. R. (1993). Maximum Likelihood Estimation: Logic and Practice. Sage Publications. 
• Pickles, A. (1984). An introduction to likelihood analysis. Geo Books. 
• Pawitan, Y. (2001). In all likelihood: statistical modelling and inference using likelihood. Oxford 

University Press. 
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Module Mnemonic:  CFAS411 

Module Title:  Multi Level Models 

Module Convenor:  Dr Tom Palmer 

Assessment:  Coursework (100%) 
Duration: 20  hours 

Credits: 10 

Term: L2 

Pre-requisites: (MATH551 and MATH552) OR (CFAS406 and CFAS440))  

Software used: R & MLwiN 

 
The aim of this module is to introduce how to analyse data that has a multi-level, hierarchical structure. The 
mathematical form of multilevel models is described. The models are developed first for continuous 
outcomes moving from linear regression to the random intercept model to the random coefficient model. 
Multilevel models are then shown for binary and other outcomes. Software implementation is described 
with the lme4 package in R. Some use of MLwiN is also made. 
 
Topics covered will include: 

• The intra class correlation coefficient.  

• Two level random intercept and random coefficient models with continuous outcomes. 

• Checking model assumptions and residual diagnostics. 

• Models with three or more levels. 

• Generalized multilevel models including two-level logistic regression models, multilevel ordinal 
logistic regression models, and multilevel Poisson regression models. 

• Worked examples are shown of fitting such models in statistical software (mainly in R, but also 
some in MLwiN). 

• Students will also gain insight into that there are different estimation algorithms available for 
multilevel models. 

On succe
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Module Mnemonic:  CFAS420 
Module Title:  Statistical Learning 
Module Convenor:  Dr Alex Gibberd 
Assessment:  Coursework (100%) 
Duration: 25  hours 
Credits: 15 
Term: L1 
Prerequisites: (MATH551 and MATH552) OR (CFAS406 and CFAS440) Basic familiarity: SPSS and R 
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Module Mnemonic: CFAS440 
Module Title:  Statistical Methods and Modelling 
Module Convenor:  Dr Kanchan Mukherjee & Dr Gareth Ridall  
Assessment:  Coursework (100%) 
Duration: 45 hours 
Credits: 15 
Term: M1, M2 
Software used: R 
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Module Mnemonic:  CHIC565 
Module Title:  Environmental Epidemiology 
Module Convenor:  Dr Ben Taylor 
Assessment:  Coursework (50%) and written exam (50%) 
Duration: 



36 | P a g e 
 

 

Module Mnemonic:  CHIC571 
Module Title:  Modelling of infectious diseases 
Module Convenor:  Dr Johnathan Read 
Assessment:  Presentation (20%) and project (80%) 
Duration: 20 hours intensive teaching in week 17, 80 hours private study week 18 
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Module Mnemonic:  CHIC581  
Module Title:  Statistical Genetics and Genomics 
Module Convenor:  Dr Joanne Knight & Dr Frank Dondelinger 
Assessment:  70% Practical and 30% Essay. 
Duration: 21 hours (weeks 18 and 20). 
Credits: 10 
Term: L2  
Pre-requisites (MATH551 and MATH552) or (CFAS440 and CFAS406) 
Software R  
 
This module will give the students a working knowledge of recent statistical approaches for analyzing modern 
genomic and genetic datasets. The students will learn about significance testing for genetic variants using 
logistic regression, multiple testing correction using strategies such as Bonferroni and False discovery rate 
control, quantification of gene expression in RNA-seq data using expectation-maximization to determine 
ambiguous isoforms, differential expression testing using a negative binomial model, and Bayesian network 
models for gene regulation. 
 
Topics covered will include: 
 

• Introduction to Molecular Biology 
• Introduction to Human Genetics Studies 
• Genome wide associations studies (QC, analysis, multiple testing correction, population 

stratification) 
• RNA-Seq gene expression analysis 
• Differential Gene Expression 
• Statistical Models for gene regulation 

 
On successful  completion students will be able to: 
 

• Discuss the key aspects of genetics and genomics 
• Define the statistical challenges in the analysis of genetics and genomics data 
• Explain Genome-Wide Association Studies (GWAS) and how to find trait markers 
• Perform a GWAS analysis and assess the significance of identified risk variants 
• Identify differentially expressed genes in RNA-seq gene expression data 
• Sketch the process of gene regulation and model it using statistical tools 
• Understand the kinds of methods used in statistical genomics and genetics, including their limitations 
• Analyse complex genetic and genomic datasets using statistical programming packages 
• Perform a literature survey of statistical applications to a novel scientific field 

 
Bibliography: 

• Genome-wide association study of 14,000 cases of seven common diseases and 3,000 shared 
controls. (2007) The Wellcome Trust Case Control Consortium, Nature. 447, 661-678  
http://www.nature.com/nature/journal/v447/n7145/full/nature05911.html   

• RNA-seq Data Analysis: A Practical Approach (2014) Eija Korpelainen, Jarno Tuimala, Panu 
Somervuo, Mikael Huss and Garry Wong, CRC Press.  

• Data Analysis for the Life Sciences (2015) Rafael A. Irizarry and Michael I. Love. Leanpub.  
https://leanpub.com/dataanalysisforthelifesciences/ 

 

http://www.nature.com/nature/journal/v447/n7145/full/nature05911.html
http://www.nature.com/nature/journal/v447/n7145/full/nature05911.html
https://leanpub.com/dataanalysisforthelifesciences/
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Module Mnemonic:  LEC468 
Module Title:  Modelling Environmental Processes 
Module Convenor:  Dr Wlodek Tych 
Assessment:  Coursework  (50%)  and written exam  (50% ) 
Duration: 30 hours 
Credits: 15 
Term: L1 
Prerequisites: (MATH551 and MATH552) or (CFAS440 and CFAS406) 
Software used: Matlab/Simulink package 
 
T
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Module Mnemonic:  MATH551 
Module Title:  Likelihood Inference 
Module Convenor:  Dr Alex Gibberd  
Assessment:  Coursework (30%) and written exam (70%) 
Duration: 25 hours (weeks 1 to 5) 
Credits: 15 
Term: M1 
Prerequisites: UG Mathematics/Statistics (probability theory; calculus; matrices etc) 
Software  R 
 
This course considers the idea of statistical models and how the likelihood function, defined to be the 
probability of the observed data viewed as a function of unknown model parameters, can be used to make 
inference about those parameters. This inference includes both estimates of the values of these 
parameters, and measures of the uncertainty surrounding these estimates. We consider single and multi-
parameter models, and models which do not assume the data are independent and identically distributed. 
We also cover computational aspects of likelihood inference that are required in many practical 
applications, including numerical optimization of likelihood functions and bootstrap methods to estimate 
uncertainty. 
 
Topics covered will include: 
 

• Definition of the likelihood function for single and multi-parameter models, and how it is used to 
calculate point estimates (maximum likelihood estimates) 

• Asymptotic distribution of the maximum likelihood estimator, and the profile deviance, and how 
these are used to quantify uncertainty in estimates 

• Inter-relationships between parameters, and the definition and use of orthogonality 
• 
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Module Mnemonic:  MATH552 
Module Title:  Generalised Linear Modellling 
Module Convenor:  Dr Clement Lee 
Assessment:  Coursework (50%) and written exam (50%) 
Duration: 25 hours (weeks 1 to 5) 
Credits: 15 
Term: M1 
Prerequisites: UG Mathematics/Statistics (probability theory; calculus; matrices etc) 
Software  R 
 
Generalised linear models are now one of the most frequently used statistical tools of the applied 
statistician.  They extend the ideas of regression analysis to a wider class of problems that involves exploring 
the relationship between a response and one or more explanatory variables.  In this course we aim to discuss 
applications of the generalised linear models to diverse range of practical problems involving data from the 
area of biology, social sciences and time series to name a few and to explore the theoretical basis of these 
models. 
 
Topics covered will include: 
 

• We introduce a large family of models, called the generalised linear models (GLMs), that includes 
the standard linear regression model as a special case and we discuss the theory and application of 
these models 

• We learn an algorithm called iteratively reweighted least squares algorithm for the estimation of 
parameters  

• Formulation of sensible models for relationship between a response and one or more explanatory 
variables, taking into account of the motivation for data collection  

• We fit and check these models with the statistical package R; produce confidence intervals and tests 
corresponding to questions of interest; and state conclusions in everyday language 

 
On successful completion students will be able to: 
 

• Define the components of GLM 
• Express standard models (normal, poisson,…) in GLM form 
• Derive relationships between mean and variance and parameters of an exponential family 

distribution 
• Specify design matrices for given problems 
• Define and interpret model deviance and degrees of freedom 
• Use model deviances to assist in model selection 
• Define deviance and Pearson residuals, and understand how to use them for checking model quality 
• Use R to fit standard (and appropriate) GLM’s to data 
• Understand and interpret 
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Module Mnemonic: MATH555 
Module Title:  Bayesian Inference for Data Science  (weeks 11 to 20) 
Module Convenor:  Dr Marco Battison  
Assessment:  Coursework (50%) and written exam (50%) 
Duration: 25 hours 
Credits: 15 
Term: L1, L2 
Prerequisites: MATH551, MATH552 
Software used: R 
 
This module aims to introduce the Bayesian view of statistics, stressing its philosophical contrasts with classical 
statistics, its facility for including information other than the data into the analysis and its coherent approach 
towards inference and model selection. The module will also introduce students to MCMC (Markov chain 
Monte Carlo), a computationally intensive method for efficiently applying Bayesian methods to complex 
models. By the end of the course the students should be able to formulate an appropriate prior for a variety of 
problems, calculate, simulate from and interpret the posterior and the predictive distribution, with or without 
MCMC as appropriate and to carry out Bayesian model selection using the marginal likelihood. Students should 
be able to carry out all of this using the programming language R. 
 
Topics covered will include: 
 

• inference by updating belief 
• The ingredients of Bayesian inference: the prior, the likelihood, the posterior, the predictive and the 

marginal distribution 
• Methods for formulating the prior 
• Conjugate priors for single parameter models 
• Normal distribution, known and unknown variance, regression 
• Sampling for the posterior and predictive distributions 
• Model checking and model selection 
• Gibbs sampling, data augmentation, hierarchical models 
• The Metropolis-Hastings algorithm, random walk Metropolis, independence sampler 

 
On Successful completion students will be able to:  
 

• Understand the Bayesian statistical framework and its philosophy 
• 
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Module Mnemonic:  MATH562   
Module Title:  Extreme Value Theory 
Module Convenor:  Dr Jenny Wadsworth 
Assessment:  Coursework (50%) and written exam (50%) 
Duration: 20 hours (intensive teaching mode in week 11) 
Credits: 10 
Term: L1 (weeks 11/12) 
Prerequisites: MATH551, MATH552  
Software used: R 
 
This module develops the asymptotic theory, and associated techniques for modelling and inference, 
required for the analysis of extreme values of random processes. The course will focus on the mathematical 
basis of the models, the statistical principles for implementation and the computational aspects of data 
modelling. Students are expected to acquire the following: an appreciation of, and facility in, the various 
asymptotic arguments and models; an ability to fit appropriate models to data using specially developed R 
software; the ability to understand and interpret fitted models. 
 
For many physical processes, especially environmental processes, it is extremes of the process that are of 
greatest concern; the highest sea-
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Module Mnemonic:  MATH563 
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Module Mnemonic:  MATH564 
Module Title:  Principles of Epidemiology 
Module Convenor:  Dr Tom Palmer 
Assessment:  Coursework (50%) and written exam (50%) 
Duration: 20 hours (intensive teaching in week 13) 
Credits: 10 
Term: L1 (weeks 13/14) 
Prerequisites (MATH551 and MATH552) or (CFAS440 and CFAS406) 
Software  R 
 
This course introduces the principles of epidemiology and the statistical methods applied in epidemiological 
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Module Mnemonic:  MATH566 

Module Title:  Longitudinal Data Analysis 

Module Convenor:  Dr Emma Eastoe  

Assessment:  Coursework (50%) and written exam (50%) 

Duration: 20 hours (intensive teaching in week 15) 

Credits: 10 

Term: L2 (weeks 15/16) 

Prerequisites MATH551; MATH552 

Software used: R 

Longitudinal data arise when a time-sequence of measurements is made on a response variable for each 
of a number of subjects in an experiment or observational study. For example, a patient's blood pressure 
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Module Mnemonic:  MATH573  
Module Title:  Survival and Event History Analysis 
Module Convenor:  Dr Kanchan Mukherjee 
Assessment:  Coursework (50%) and written exam (50%) 
Duration: 20 hours (intensive teaching in week 17) 
Credits: 10 
Term:  L2 (weeks 17 - 18) 
Pre-requisites: MATH551; MATH552 
Software R 
 
This course aims to describe the theory and to develop the practical skills required for the analysis of medical 
studies leading to the observation of survival times or multiple failure times.  By the end of the course students 
should be able to carry out sophisticated analyses of this type, should be aware of the variety of statistical 
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Module Mnemonic:  MSCI523 
Module Title:  Forecasting 
Module Convenor:  Dr Sven Crone  
Assessment:  Coursework (100%) 
Credits: 10 
Term: L1, L2 
Prerequisites:  (MATH551 and MATH552) OR (CFAS406 and CFAS440) 
Software  TBC 
 
The module introduces time series and causal forecasting methods so that passing students will be 
able to prepare methodologically competent, understandable and concisely presented reports for 
clients. By the end of the course, students should be able to model causal and time series models, 
assess their accuracy and robustness and apply them in a real world problem domain.  
 
Topics covered will include: 
 

• 
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Module Mnemonic:  SCC.403 
Module Title:  
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  Module Mnemonic:  SCC.411 
Module Title:  Building Big Data Systems  
Module Convenor:  
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Module Mnemonic:  SCC.460 
Module Title:  Data Science Fundamentals 
Module Convenor:  
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Module Mnemonic:  SCC.461 
Module Title:  Programming for Data Science 
Module Convenor:  Dr Leandro Soriano Marcolino (SCC) and Dr Tom Palmer (M&S) 
Assessment:  Coursework (50%), End of module report (50%) 
Duration: 30 hours 
Credits: 15 
Term: M1, M2, L1 
Software  R, Python 
This module is designed for students that are completely new to programming, and for experienced 
programmers, bringing both to a skills level to handle complex data science problems. Beginner students will 
learn the fundamentals of programming, while experienced students will have the opportunity to sharpen 
and further develop their programming skills. The students are going to learn data-processing techniques, 
including visualisation and statistical data analysis. For a broad formation, in order to handle 

https://www.python.org/doc/
https://www.scipy.org/docs.html
https://www.pygame.org/docs/
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Module Mnemonic:  SCC.462 
Module Title:  Distributed Artificial Intelligence 
Module Convenor:  Dr Leandro Soriano Marcolino 
Assessment:  100% 
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Appendix B 
 

Academic Year 2019-2020 
 

Welcome Week: (week 0) 
30 September 2019 to 4th October 

 
Michaelmas Term: (weeks 1 to 10) 
4 October 2019 to 13 December 2019 

 

Lent Term: (weeks 11 to 20) 
10 January 2020 to 20 March 2020 

Summer Term: (weeks 21 to 30) 
17 April 2020 to 26 June 2020 


